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• Introduction: Our Company and Technology

• Motivations:

• The Promise, the Peril, and the Limitations of Artificial Intelligence

• Human Cognitive Limitations & Biases in Reasoning

• Objective: 

• Human-Machine Teaming

• Practical Artificial Intelligence for Here & Now

• Dimensions of Reasoning

• Introducing Bayesian Networks as a Reasoning Framework

Part I: Introduction 60 min.

Y

X

?
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Examples

• Knowledge Encoding & Reasoning

• Friend or Foe?

• Where is my Bag?

• Monty Hall or
Choose Your Battles Wisely!

• Formal Knowledge Elicitation

• Knowledge Discovery

• Interpretation

• Anomaly Detection

• Causal Inference

• Simpson’s Paradox

Part II: Examples 120 min.

2
Knowledge Discovery 

& Classification

1
Knowledge Encoding 

& Diagnosis

3
Knowledge Discovery & 

Interpretation

4
Knowledge Encoding, Knowledge 
Discovery, and Causal Inference
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Co-founded in 2001

by Dr. Lionel Jouffe &

Dr. Paul Munteanu

BayesiaLab.com
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Disambiguation

BayesiaLab.com

Our Company Our Product

The Paradigm
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Teaching Edition

Academic Edition

BayesiaLab 6
Professional

BayesiaLab
WebSimulator

Bayesia Expert 
Knowledge Elicitation 

Environment
(BEKEE)

Bayesia Engine API for 
Network Learning

Bayesia Engine API for 
Modeling and 

Inference

Code Export ModuleBayesia Market 
Simulator

Web
Application

Desktop
Software

API
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A Practical Introduction for Researchers

• Free download:

www.bayesia.com/book

• Hardcopy available on Amazon:

http://amzn.com/0996533303

Bayesian Networks & BayesiaLab

BayesiaLab.com

20,000
Downloads
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Credly

Seminar Credits

stefan.conrady@bayesia.us
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Please check in!

Seminar Credits

stefan.conrady@bayesia.us
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Presentation slides will be available

BayesiaLab.com
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Motivation
The Promise, the Peril, 
and the Limits of 
Artificial Intelligence
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The Graduate

MotivationsI WANT TO SAY TWO WORDS TO YOU:

ARTIFICIAL INTELLIGENCE
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“Everything we have of value as human beings, as a civilization, is the result 
of our intelligence and what AI could do is essentially be a power tool that 
magnifies human intelligence and gives us the ability to move our civilization 
forward in all kinds of ways.
It might be curing disease, it might be eliminating poverty. I think it certainly 
should be preventing environmental catastrophes. AI could be instrumental 
to all those things.”—Stuart Russell, October 2015
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The development of full artificial intelligence 

could spell the end of the human race.

Stephen Hawking, December 2014
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Artificial Intelligence —
A Threat?
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Artificial Intelligence an Adversarial Threat?

BayesiaLab.com

中国人工智能
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NO HYPE
ZONE

NEXT 200 SLIDES
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Alien Knowledge

BayesiaLab.com
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Black Box

BayesiaLab.com
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Small Brain

Motivation
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Knowledge Discovery in the Stock Market

BayesiaLab.com

COGNITIVE 
LIMIT

3
DIMENSIONS

HUMANS ONLY
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Fundamental Challenges in Human Reasoning

• Cognitive Biases

• Comprehending High-Dimensional Domains

• Dealing with Uncertainty

• Combining Data and Theory

• Distinguishing Observation and Causation

Motivation

Human reasoning is flawed!
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Motivation

Inference must still happen 
in the human brain

Structured Analytics Techniques
Source: AFH14-133 27 SEPTEMBER 2017 31
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Motivation

Structured Analytics Techniques
Source: AFH14-133 27 SEPTEMBER 2017 31 Decision Maker
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Objective: Explicit Inference & Reasoning

BayesiaLab.com

A modeling framework that can 
help you understand, think, and 

reason explicitly.
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Objective: Explicit Inference & Reasoning

BayesiaLab.com

Bi-directional

A modeling framework that can 
help you understand, think, and 

reason explicitly.
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Objective: Explicit Inference & Reasoning

BayesiaLab.com
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Objective:
Human-Machine Teaming 
for Reasoning
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Dimensions of Reasoning
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Aristotle (384-322 BC)

Deductive Logic
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Limitations of Logic

“Classical logic has no explicit mechanism for 
representing the degree of certainty of premises in an 
argument, nor the degree of certainty in a conclusion, 
given those premises.”
J. Williamson, Handbook of the Logic of Argument and Inference: 

The Turn Toward the Practical

Deductive Logic
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Inductive vs. Deductive Logic

Strength of Argument

Formal Deductive Logic

Weak                                                                              Strong

z
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Bayes’ Theorem for Conditional Probabilities

2000 Years Later…

stefan.conrady@bayesia.us

H: Hypothesis

E: Evidence

P(H | E) =
P(E)

P(E | H)P(H)

“Probability of 
H given E”

1763
PHILOSOPHICAL
TRANSACTIONS
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Mathematical Formulation of Probabilistic Reasoning

“Bayesian inference is important because it provides a 
normative and general-purpose procedure for reasoning 
under uncertainty.”
Inductive Reasoning: Experimental, Developmental, and Computational 

Approaches, edited by Aidan Feeney and Evan Heit

Probabilistic Reasoning
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Human Cognitive Limitations and Biases Under Uncertainty

Why is this so important?

Human Reasoning ≈ Normative Reasoning

Human Reasoning ≠ Normative ReasoningFallacies

Cause Effect
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• “…despite the mathematization of 
probability in the Enlightenment, 
mathematical probability 
theory remains, to this very day, 
entirely unused in criminal 
courtrooms, when evaluating the 
‘probability’ of the guilt of a 
suspected criminal.”
James Franklin, The Science of Conjecture: 
Evidence and Probability before Pascal, 
2001 The Johns Hopkins Press

250 Years Later…

BayesiaLab.com
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CIA
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“Due to the highly mathematical nature of Bayesian 
Decision Analysis, many users will feel uneasy trusting 
the resulting assessments.”

Captain David Lawrence Graves, USAF, Bayesian Analysis Methods for Threat Prediction, 
MSSI Thesis (Washington: Defense Intelligence College, July 1993)

Bayesian Inference in the Intelligence Community
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That’s our first dimension!

Dimensions of Reasoning

z
Bayes’ Rule Applies

Lo
gic

 Ap
pli

es
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Dimensions of Reasoning

BayesiaLab.com

x
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Dimensions of 
Reasoning

BayesiaLab.com

y
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The End of Theory?
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Dimensions of Reasoning

BayesiaLab.com

Machine 
Learning
& AI

y

x
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Dimensions of Reasoning

BayesiaLab.com

y=f(see(x))
“given that I see”

y=f(do(x))
“given that I do”

y

x
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Dimensions of Reasoning

BayesiaLab.com

Reasoning:
Why? How? What to do?

Who is responsible?

+ Domain Knowledge

Machine 
Learning
& AI

y

x
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Reasoning:
Why? How? What to do?

Who is responsible?

+ Domain Knowledge

Machine 
Learning
& AI

y

x
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Dimensions of Reasoning

BayesiaLab.com
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The New Paradigm: Bayesian Networks

BayesiaLab.com
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Under the Hood

The New Paradigm: Bayesian Networks
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Example

The New Paradigm: Bayesian Networks

Collision Angle

Injury Severity

Collision Speed

Airbag Deployment

Node=Variable

Arc=Probabilistic 
Relationship

Collision Speed Collision Angle

Low
Lateral

Low Frontal

High LateralHigh Frontal

Not Deployed Deployed
75.000 25.000
25.000 75.000
75.000 25.000
25.000 75.000

Conditional 
Probability Table
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The BayesiaLab Workflow

BayesiaLab.com

Mathematical Formalism Research Software
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A desktop software for:

• encoding

• learning

• editing

• performing inference

• analyzing

• simulating

• optimizing

with Bayesian networks.
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Artificial Intelligence?
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Implementation Example



65

Conceptual Advantages 
of Bayesian Networks 
for Reasoning
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The New Paradigm: Bayesian Networks

BayesiaLab.com

Key Properties

• Compact representation of the 

Joint Probability Distribution

• No distinction between dependent 

and independent variables

• Omni-directional Inference

• Nonparametric

• Probabilistic

• Causal
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Compare to algebraic formula:
Representation of one variable of the joint probability distribution, i.e. y=f(x)

Key Properties of Bayesian Networks

• No distinction between dependent and independent variables.

• Numerical and categorical variables are treated identically.

• Nonparametric.

The New Paradigm: Bayesian Networks

BayesiaLab.com

Dependent

IndependentIndependent
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Compare to “uni-directional” algebraic formula and human intuition 

Key Properties of Bayesian Networks

• Omni-directional Inference, i.e. evaluation is always performed in all 

directions.

The New Paradigm: Bayesian Networks

BayesiaLab.com
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Omni-Directional
Inference

The New Paradigm: Bayesian Networks

BayesiaLab.com
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Omni-Directional
Inference

The New Paradigm: Bayesian Networks

BayesiaLab.com
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Key Properties

• Bayesian networks are 

inherently probabilistic.

• Evidence and inference are 

represented as distributions.

• Inference can be performed 

with partial evidence.

Bayesian Networks

BayesiaLab.com
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Key Properties of Bayesian Networks

• Bayesian networks are inherently probabilistic.

• Evidence and inference are represented by distributions.

• Inference can be performed with partial evidence.

The New Paradigm: Bayesian Networks

BayesiaLab.com

Compare to algebraic formula Deterministic 
Point Estimate

Single 
Value Input

Single 
Value Input
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Key Properties of Bayesian Networks

• Bayesian networks can encode causal 
direction, algebra cannot.

• Example: Newton’s Second Law of Motion

Bayesian Networks

BayesiaLab.com

F = m $ a



76

Limitations of Algebra: Newton’s Second Law of Motion

The New Paradigm: Bayesian Networks

BayesiaLab.com

Causal Interpretation 
Not Possible

Causal Assignment

“vi motrici impressæ”
“Mutationem motus”

solving for mass
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Key Properties of Bayesian Networks

• Bayesian networks can formally encode a causal direction*, algebra cannot.

The New Paradigm: Bayesian Networks

BayesiaLab.com

Algebra vs. Bayesian Network
Causal or non-causal? Causal!

*Applies to manually encoded networks
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Examples
Bayesian Networks in 
Practice
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2
Knowledge Discovery & 

Classification

1
Knowledge Encoding & 

Diagnosis

3
Knowledge Discovery & 

Interpretation

4
Knowledge Encoding, Knowledge 
Discovery, and Causal Inference
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2
Knowledge Discovery & 

Classification

1
Knowledge Encoding & 

Diagnosis

3
Knowledge Discovery & 

Interpretation

4
Knowledge Encoding, Knowledge 
Discovery, and Causal Inference
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Friend or Foe?
Diagnostic Decision 
Support Under Extreme 
Uncertainty
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A Counterfactual Scenario:

• Central Europe, Summer of 1989

• Warsaw Pact forces invade West 

Germany

Friend or Foe?

Map: Strategic Geography: NATO, the Warsaw Pact, and 
the Superpowers; by Hugh Faringdon; 1989. 

Nations in Combat within a 60-mile 
Radius: West Germany, East 
Germany, France, Canada, USA, 
Czechoslovakia, Soviet Union, etc.
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M48/M60

M1A1

Leopard 2

Leopard 1

T-55

T-62

T-72

T-80
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Tank Identification Handbook, 1982

Friend or Foe?
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Leopard

“Fratricide is widely cited to account for between
2% to 20% of Blue (friendly force) casualties.”

Robert Rasmussen, The Wrong Target
Joint Forces Staff College, 2007
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Objective

• Decision support tool for the differential 

identification of battle tanks:

• M1A1

• M48/60

• Leopard 1/2

• T-55/62/72/80

Friend or Foe?

BayesiaLab.com All numerical values provided in this example are fictional.
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This is an inference task!

• P(M1A1 | Turret Shape, Barrel Length, Wheels, Wheel Distance, etc.)=?

• P(T-80 | Turret Shape, Barrel Length, Wheels, Wheel Distance, etc.)=?

• P(T-72 | Turret Shape, Barrel Length, Wheels, Wheel Distance, etc.)=?

• P(M60 | Turret Shape, Barrel Length, Wheels, Wheel Distance, etc.)=?

Friend or Foe?

BayesiaLab.com

Probability of

given
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We need a 
knowledge base & 
inference engine!
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Knowledge Base & Inference Engine



Knowledge Modeling & Reasoning Under Uncertainty

Where is my bag?

See Chapter 4
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Travel Route: Singapore (SIN)  Tokyo/Narita (NRT)  Los Angeles (LAX)

Example: Where is my bag?

BayesiaLab.com

NRT

SIN

LAX
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Where is my bag?

Tokyo
Narita
NRT Los Angeles

LAX
Singapore

SIN

?

 

50/50
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Scenario 1

• Luggage delivery starts onto the carousel.

• After 5 minutes, I still do not see my bag.

• What is the probability that I will still get my 

bag?

Where is my bag?
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Airport

BayesiaLab.com

Is my bag 
in there?
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Proposed Workflow

• Encode the available — albeit very limited 

— knowledge into a Bayesian network.

• Use BayesiaLab to perform probabilistic 

inference given our observations.

Where is my bag?
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Bayesian Network

Where is my bag?
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Results from Webinar Poll

• Only 45% of the participants 

arrived at the correct answer.

Where is my bag?

Correct Answer
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More important questions:

• Will the patient ultimately respond to the current treatment?

• Should we continue a search and rescue effort?

• Should we still follow the original business strategy, i.e. “hold the course”?

Where is my bag?

BayesiaLab.com
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Key Points

• Encoding of knowledge

• Reasoning under uncertainty

• Reasoning

• from cause to effect (simulation)

• from effect to cause (diagnosis)

• Inter-causal reasoning

Where is my bag?
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Learn more about this example…

• pp. 118-119

Where is my bag?
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Where is the Artificial 
Intelligence here?
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Performing inference that’s 
intractable for humans!
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Coffee Break



117

The Monty Hall Puzzle
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Hypothetical Mission Assignment

• You are tasked with to conduct a raid to destroy a secret aircraft prototype on 

enemy territory.

• This aircraft has been traced to a remote military air base and is presumed to 

be located in one of three separate underground hangars inside a mountain on 

this facility.

• As a result, you have a one-in-three chance of hitting your target with your first 

strike.

Mission
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Pingquan Air Base
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Pingquan Air Base Underground Hangars

1
2

3
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Expected Conditions

• Each hangar entrance is guarded by infantry 

soldiers.

• Furthermore, the base has two infantry fighting 

vehicles, which can be dispatched to the hangars 

within minutes.

Mission
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AI = Super Computer?

Let’s go for #2
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Pingquan Air Base

Underground Hangars

1
2

3
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Mission Progress

• Your raid — and your approach to hangar #2 — is 
detected, and two infantry fighting vehicles are 
immediately positioned as a defense in front of 
hangars #1 and #2.

• Hangar #3 remains unprotected, thus revealing 
that this hangar does not contain the target.

• Since the target can only be in hanger #1 or #2, 
one of the hangars is the true target while the 
other one is merely a decoy.

Mission
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Pingquan Air Base

Underground Hangars

1
2

3
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Mission Status

• You have enough time and firepower to overpower the enemy forces and carry 

out your mission at either one of the two hangars, but not at both. 

• So, you have only one shot at completing your task!

Decision Point

• Do you proceed with your original objective of attacking hangar #2?

• Or, do you change your original plan to go after hangar #1?

Choose Your Battle Wisely!
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Pingquan Air Base

Underground Hangars

1
2

3
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Let’s take a vote…

Choose Your Battle Wisely!
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Encoding our Intelligence

Initial Target Target Location

Undefended Hangar

1 2 3
33.333 33.333 33.333

1 2 3
33.333 33.333 33.333

Initial Target Target Location

1
1

1 21
3

2
1

2 22
3

3
1

3 23
3

1 2 3
0.000 50.000 50.000
0.000 0.000 100.000
0.000 100.000 0.000
0.000 0.000 100.000

50.000 0.000 50.000
100.000 0.000 0.000

0.000 100.000 0.000
100.000 0.000 0.000
50.000 50.000 0.000

Our beliefs about the 
enemy’s behavior.
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The Bayesia Expert 
Knowledge Elicitation
Environment
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Knowledge Elicitation?

stefan.conrady@bayesia.us

?
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Examples

• Overconfidence

• Confirmation bias

• Framing effect

• Escalation of commitment

• Availability bias

• Illusion of control

• Anchoring bias

Individual Biases

stefan.conrady@bayesia.us
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Examples

• Groupthink (“toeing the line”)

• Social loafing (“hiding in the 

crowd”)

• Group polarization (“taken to the 

extreme”)

• Escalation of commitment 

(“throwing good money after bad”, 

“sunken costs fallacy”)

Group Biases

stefan.conrady@bayesia.us



The Delphi Method
A Consultation of the Delphic Oracle:

Themis on the Tripod with King Aegeus, c. 440 BC
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Interacting Groups

• Take the positive, e.g.

• Knowledge from a variety of sources

• Creative synthesis

• Prevent the negative, e.g.

• Groupthink (“toeing the line”)

• Social loafing (“hiding in the crowd”)

• Group polarization (“taken to the extreme”)

The Delphi Method

stefan.conrady@bayesia.us
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Origins

• The original Delphi method was developed in 

the 1940s and 50s by Norman Dalkey of the 

RAND Corporation.

• The Delphi method was devised in order to 

obtain the most reliable opinion consensus of 
a group of experts by subjecting them to a 

series of questionnaires in depth interspersed 

with controlled opinion feedback.

The Delphi Method

stefan.conrady@bayesia.us
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The Classical Delphi

• Interviews via questionnaires

• Anonymity of participants

• Iteration

• Controlled feedback

• Statistical aggregation

The Delphi Method

stefan.conrady@bayesia.us
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“to solicit expert opinion to the 
selection, from the point of view of a 
Soviet strategic planner, of an optimal 
U.S. industrial target system...”

First Experimental Application

stefan.conrady@bayesia.us
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“In view of the absence of a proper theoretical foundation and the consequent inevitability of 
having, to some extent, to rely on intuitive expertise—a situation which is still further 
compounded by its multidisciplinary characteristics—we are faced with two options: we can 
either throw up our hands in despair and wait until we have an adequate theory enabling us 
to deal with socioeconomic and political problems as confidently as we do
with problems in physics and chemistry, 
or we can make the most of an admittedly 
unsatisfactory situation and try to obtain 
the relevant intuitive insights of experts
and then use their judgments as
systematically as possible.”

Delphi Method Assessment

stefan.conrady@bayesia.us
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Dimensions of Reasoning

BayesiaLab.com

Knowledge Modeling & Reasoning on 
Theoretical Grounds
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Syrian Civil War
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Conceptual Overview

stefan.conrady@bayesia.us

BEKEE

Bayesian Networks

Delphi Method

BAYESIALAB

Objective Methodology Technology

Knowledge 
Discovery & 
Inference

Knowledge 
Elicitation

Source

Data

Theory
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Proposed Policy Development Approach

• Domain Knowledge Encoding

• Probability Elicitation

• Cost/Utility Assessment

• Optimization

Policy Development?

Plasmodium spp

False
True

False True
80.000 20.000
20.000 80.000
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1. Brainstorming & Model Construction

stefan.conrady@bayesia.us

Qualitative
Network

Facilitator

Experts

• Variables of interest
• Causal relationships
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Qualitative Bayesian Network 
Structure from Brainstorming
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2. Knowledge Elicitation

stefan.conrady@bayesia.us

BEKEE Server
BAYESIALAB

Quantitative
Elicitation

?

?

?

?Facilitator

Experts

Web Client
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Your Assessment Task

Knowledge Elicitation



151stefan.conrady@bayesia.us CostConstraints

Powertrain

External Conditions

Knowledge Elicitation

Environment

Urban
Suburban
Rural

City Highway
80.000 20.000
50.000 50.000
20.000 80.000

Environment

Urban
Suburban
Rural

<=5 <=10 <=15 <
18.000 18.000 18.000
16.000 16.000 16.000
12.000 12.000 12.000
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“Parameters” from BEKEE
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3. Inference, Analysis, and Optimization

stefan.conrady@bayesia.us

BAYESIALAB

Final Network
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Inference & Optimization



155BayesiaLab.com
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2
Knowledge Discovery & 

Classification

1
Knowledge Encoding & 

Diagnosis

3
Knowledge Discovery & 

Interpretation

4
Knowledge Encoding, Knowledge 
Discovery, and Causal Inference



157

Exchange-Traded Funds
Knowledge Discovery, 
Interpretation, and 
Anomaly Detection
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Problem Domain: Money Flows

Daily ETF Flows
By Investment Focus
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Deep Understanding

Main
Objective

Deep
Understanding
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Why is this 
almost useless?

Default Approach: Correlation Matrix?
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“Deep understanding means knowing, 
not merely how things behaved 
yesterday, but also how things will 
behave under new hypothetical 
circumstances...”
Judea Pearl, Causality (2009), 
Cambridge University Press

Objective: Deep Understanding
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Objective

• Learn single model for all 51 variables.

• No target!

Bayesian Network Learning
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BayesiaLab Workflow

• Data Source:

• 1,147 Exchange-Traded 
Funds

• Timeframe: 2014 – 2018

• Daily Flow grouped by 51 
investment themes

• Data Import

• Unsupervised Learning

• SopLEQ (SC=0.35)

Example 4: Exchange-Traded Funds
• Alpha-Seeking
• Basic Materials
• Broad Equity
• Consumer Discretionary
• Energy
• Financials
• High Dividend Yield
• Industrials
• Mid Cap
• Natural Resources
• Preferred Stock
• Technology
• Agency MBS
• Asset-backed
• Broad Agriculture
• Broad Commodities
• Broad Debt
• Broad Energy
• Broad Industrials
• Broad Market
• Broad Municipals
• Broad Sovereign
• Build America Bonds
• Buywrite
• Consumer Staples
• Convertibles

• Crude Oil
• Developed Markets
• Emerging Markets
• Global Macro
• Gold
• Health Care
• High Yield
• Inflation-Protected
• Investment Grade
• Large Cap
• Loans
• Long/Short
• Micro Cap
• Natural Gas
• Real Estate
• Small Cap
• TIPS
• Target Outcome
• Target Risk
• Telecommunications
• Theme
• Treasury
• Utilities
• Volatility
• Broad Precious Metals
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Learning=Searching
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Minimum Description Length

• DL(B) is the number of bits 
to represent the Bayesian 
network B (graph and 
probabilities), and

• DL(D|B) is the number of 
bits to represent the dataset 
D given the Bayesian network 
B (likelihood of the data 
given the Bayesian network).

Learning=Searching

BayesiaLab.com

FitComplexity

DL(B) DL(D|B)

MDL(B,D)=𝛼⋅DL(B)+DL(D|B)

Structural Coefficient α
Default
α=1
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Minimum Description Length

Learning=Searching

BayesiaLab.com

Network score: 217,884.553
Network score: 217,743.338
Network score: 217,610.856
Network score: 217,483.237
Network score: 217,359.875
Network score: 217,241.952
Network score: 217,195.628
Network score: 217,152.903
Network score: 217,113.827
Network score: 217,075.16
Network score: 217,037.782
Network score: 217,010.554
Network score: 216,985.768
Network score: 216,968.772
Network score: 216,955.839
Network score: 216,951.317
Network score: 216,947.242
Network Associated graph 1.xbl final score: 216,947.234
Data Compression Rate: 39.913%
Structural Compression Rate: 98.42%
Time to find the best solution: 0h 0m 20s

M
D

L 
S

co
re
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Data Import Wizard
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Variable Type Definition



169
Missing Values Processing



170
Discretization
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Unconnected Network
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Unsupervised Learning 
Using the EQ Algorithm
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Automatic Layout
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2D Mapping
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3D Mapping
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VR
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VR
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VR
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Target Mean Analysis
(Direct Effect)

ETF
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The Curse of Dimensionality

• “…as dimensionality increases, the distance to the nearest data point 

approaches the distance to the farthest data point.”

• In other words, the contrast in distances of different data points becomes 

nonexistent. For high dimensional data sets, this means using outlier detection 

methods that are based on nearest neighbor will lead to outlier scores that are 

indistinguishable.

Anomaly Detection

BayesiaLab.com
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Anomaly Detection with Bayesian Networks

• With a Bayesian network, we can avoid the problem of the nearest/farthest 

distance measure, which becomes unreliable in higher dimensions.

• For any new observation, we can compute its likelihood given the network. 

This tells us how probable or improbable an observation is.

Anomaly Detection

BayesiaLab.com
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Where is the Artificial 
Intelligence here?
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Finding a single model among 
one quadrillion possible 
models.
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2
Knowledge Discovery & 

Classification

1
Knowledge Encoding & 

Diagnosis

3
Knowledge Discovery & 

Interpretation

4
Knowledge Encoding, Knowledge 
Discovery, and Causal Inference
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Causal Inference
Evaluating the 
Effectiveness of 
Information Campaigns
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BayesiaLab.com

Images

Countering Anti-American Attitudes in Germany
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USA Promotion
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Ad Exposure Nationality Website Visit Attitude
0 1 0 0
0 0 1 1
0 1 0 0
0 0 0 0
1 1 0 1
1 1 0 0
1 0 1 1
0 1 1 0
h h h h

0 1 1 0

BayesiaLab.com

Telephone Survey

• Afterwards, a market research 

firm conducts a telephone survey 

of 1,000 adults to understand 

the effect of the promotion on 

attitudes.

Introductory Example

?

Observational Data 
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Analyzing the survey with a cross-tab…

Introductory Example

BayesiaLab.com

-15%

Ad Exposure Nationality Website Visit Attitude
0 1 0 0
0 0 1 1
0 1 0 0
0 0 0 0
1 1 0 1
1 1 0 0
1 0 1 1
0 1 1 0
h h h h

0 1 1 0

Ad Exposure Attitude
No 60%
Yes 45%
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However, grouping the survey data by Gender reveals:

Introductory Example

BayesiaLab.com

+5%

Ad Exposure Nationality Website Visit Attitude
0 1 0 0
0 0 1 1
0 1 0 0
0 0 0 0
1 1 0 1
1 1 0 0
1 0 1 1
0 1 1 0
h h h h

0 1 1 0

Nationality Ad Exposure Attitude
No 30%
Yes 35%
No 70%
Yes 75%

German

Other
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How is this possible?

Introductory Example

BayesiaLab.com

+5%

-15%

Simpson’s paradox is a phenomenon in probability and statistics, in which an 
effect appears in subgroups of data but disappears or reverses when these groups 
are combined.

Ad Exposure Attitude
No 60%
Yes 45%

Nationality Ad Exposure Attitude
No 30%
Yes 35%
No 70%
Yes 75%

German

Other
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Grouping the data by Website Visit shows:

Introductory Example

BayesiaLab.com

-10%

-30%

Ad Exposure Nationality Website Visit Attitude
0 1 0 0
0 0 1 1
0 1 0 0
0 0 0 0
1 1 0 1
1 1 0 0
1 0 1 1
0 1 1 0
h h h h

0 1 1 0

Website Visit Ad Exposure Attitude
No 60%
Yes 50%
No 60%
Yes 30%

No

Yes
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Finally, grouping the data by Gender and Test Drive reveals:

Introductory Example

BayesiaLab.com

+10%

-10%

Website Visit Nationality Ad Exposure Attitude
No 30%
Yes 40%
No 70%
Yes 80%
No 30%
Yes 20%
No 70%
Yes 60%

German

Other

German

Other

No

Yes

Ad Exposure Nationality Website Visit Attitude
0 1 0 0
0 0 1 1
0 1 0 0
0 0 0 0
1 1 0 1
1 1 0 0
1 0 1 1
0 1 1 0
h h h h

0 1 1 0
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Website Visit Ad Exposure Attitude
No 60%
Yes 50%
No 60%
Yes 30%

No

Yes

Ad Exposure Attitude
No 60%
Yes 45%

Nationality Ad Exposure Attitude
No 30%
Yes 35%
No 70%
Yes 75%

German

Other

Website Visit Nationality Ad Exposure Attitude
No 30%
Yes 40%
No 70%
Yes 80%
No 30%
Yes 20%
No 70%
Yes 60%

German

Other

German

Other

No

Yes

So, what’s the advertising effect?

BayesiaLab.com

െ0.15
0.05≈ 0

െ0.2
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Observational vs. Causal Inference

BayesiaLab.com

y=f(x)
ambiguous

Observational Inference (Prediction)

y=f(see(x))
“given that I see”

Causal Inference (Intervention)

y=f(do(x))
“given that I do”
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Map of Analytic Modeling & Reasoning

BayesiaLab.com

y=f(see(x))
“given that I see”

y=f(do(x))
“given that I do”

Was it good to “do” 
this promotion?
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Website Visit Ad Exposure Attitude
No 60%
Yes 50%
No 60%
Yes 30%

No

Yes

Ad Exposure Attitude
No 60%
Yes 45%

Nationality Ad Exposure Attitude
No 30%
Yes 35%
No 70%
Yes 75%

German

Other

Website Visit Nationality Ad Exposure Attitude
No 30%
Yes 40%
No 70%
Yes 80%
No 30%
Yes 20%
No 70%
Yes 60%

German

Other

German

Other

No

Yes

So, what’s the advertising effect?

BayesiaLab.com

െ0.15
0.05≈ 0

െ0.2

“given that I see” “given that I see”

“given that I see”

“given that I see”
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Predictive Model:
Observational Inference

y=f(see(x))

Causal Model:
Causal Inference

y=f(do(x))
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Predictive Model:
Observational Inference

y=f(see(x))

Causal Model:
Causal Inference

y=f(do(x))
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Map of Analytic Modeling & Reasoning

BayesiaLab.com
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Ad Exposure

Attitude

Nationality

Website Visit

Develop Theory

Introductory Example

BayesiaLab.com

What’s the story here?
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Ad Exposure

Attitude

Nationality

Website Visit

Our Theory!

Introductory Example

BayesiaLab.com

That’s the story! Now 
we have the qualitative 

part of a causal 
Bayesian network.
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“Parameters”

• We can estimate the 

quantitative part of the 

network from the survey 

data.

• As a result, we have a 

Bayesian network, 

which we can use for 

inference.

Introductory Example

BayesiaLab.com

Female Male
50.000 50.000

Gender

Female
Male

0 1
75.000 25.000
25.000 75.000

Gender Ad Exposure

Female
0

Female 1

Male
0

Male 1

0 1
25.000 75.000
75.000 25.000
25.000 75.000
75.000 25.000

Gender Test Drive Ad Exposure

Female
0 0

Female
0 1Female
1 0

Female
1 1

Male
0 0

Male
0 1Male
1 0Male
1

1

0 1
30.000 70.000
20.000 80.000
30.000 70.000
40.000 60.000
70.000 30.000
60.000 40.000
70.000 30.000
80.000 20.000

Ad Exposure

Attitude

Nationality

Website Visit
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Ad Exposure

Attitude

Nationality

Website Visit

Our “Model of the World”

• How can we obtain the 

effect of Ad Exposure?

• With this causal Bayesian 

network, we can simulate an 

intervention to estimate the 

causal effect.

Introductory Example

BayesiaLab.com
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Ad Exposure

Attitude

Nationality

Website Visit

Ad Exposure

Attitude

Nationality

Website Visit

Causal Inference: Simulating an Intervention

Introductory Example

BayesiaLab.com
Causal Model Intervention Model

“Graph Surgery”
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Causal Inference: Simulating an Intervention

Ad Exposure

Attitude

Nationality

Website Visit

Nationality

50.00% Other
50.00% German

Ad Exposure

Attitude

Nationality

Website Visit

Introductory Example

BayesiaLab.com
Causal Model Intervention Model

Fix Probabilities with 
Likelihood Matching
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Intervention Node
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Intervention
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Intervention

Effect
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Website Visit Ad Exposure Attitude
No 60%
Yes 50%
No 60%
Yes 30%

No

Yes

Ad Exposure Attitude
No 60%
Yes 45%

Nationality Ad Exposure Attitude
No 30%
Yes 35%
No 70%
Yes 75%

German

Other

Website Visit Nationality Ad Exposure Attitude
No 30%
Yes 40%
No 70%
Yes 80%
No 30%
Yes 20%
No 70%
Yes 60%

German

Other

German

Other

No

Yes

So, what’s the advertising effect?

BayesiaLab.com

െ0.15
0.05≈ 0

െ0.2
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Predictive Model:
Observational Inference

y=f(see(x))

Causal Model:
Causal Inference

y=f(do(x))Causal Network
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Where is the Artificial 
Intelligence here?
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No Artificial Intelligence. Here, 
we need human intelligence!
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Causal Assumptions?

• Recall: Causal inference 

requires causal assumptions, 

e.g., a causal networks!

• But, given the number of 

variables, there are 2.38×1041

possible causal network graphs!

• Causal directions are not always 

obvious.

Resource Allocation Optimization

?
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Predictive Model:
Observational Inference

y=f(see(x))

Causal Model:
Causal Inference

y=f(do(x))Causal Network
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We need a different
kind of theory

Now What?
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Disjunctive Cause Criterion
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VanderWeele and Shpitser (2011)

• “We propose that control be made for any [pre-treatment] 

covariate that is either a cause of treatment or of the outcome
or both.”

Disjunctive Cause Criterion

Implementation in BayesiaLab:
Likelihood Matching on Confounders in 
Direct Effects Analysis
 Causal Effect, i.e., the Advertising Effect

IMPORTANT ASSUMPTION:

NO UNOBSERVED CONFOUNDERS

Advertisement

Sales

Confounder
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Predictive Model:
Observational Inference

y=f(see(x))

Causal Model:
Causal Inference

y=f(do(x))Confounder Selection

New Theory!
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Proposed Workflow

• Import historical sales and marketing data.

• Machine-learn a predictive model with BayesiaLab.

• Determine Confounders vs. Non-Confounders, using the 
Disjunctive Cause Criterion.

• Estimate and evaluate Direct Effects response curves.

• Introduce Function Node and assign media costs.

• Perform Genetic Target Optimization.

• Apply Network Temporalization.

• Add Constraint Nodes between t and t-1 marketing variables.

• Perform Genetic Target Optimization on dynamic network.

Resource Allocation Optimization All Data is Synthetic 
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Data Import Wizard
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Variable Type Definition
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Missing Values Processing
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Discretization
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Unconnected Network
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Supervised Learning Using 
the Augmented Naïve Bayes 

Algorithm
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Designating Non-Confounders
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Designating Not Observable Nodes
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Confounders

Confounders
(“Not Observable”)

Non-Confounders
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Target Direct 
Effects Analysis
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Target Direct Effects Analysis

Response Curves
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Defining Media Costs

Excel-style formula
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Target
Optimization
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Target
Optimization



240

Optimization Results
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Concluding Remarks
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Try BayesiaLab Today!

• Download Demo Version:

www.bayesialab.com/trial-download

• Apply for Unrestricted Evaluation Version:

www.bayesialab.com/evaluation

BayesiaLab Trial

BayesiaLab.com
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Webinars & Seminars:

• September 21 Webinar: Adversarial Reasoning

• November 13 Seminar in Arlington, VA

Artificial Intelligence for Intelligence Analysis

• November 15 Seminar in New York City:

Health Economics with Bayesian Networks 

Register here: bayesia.com/events

Upcoming Events



244

• October 29–31

Introductory Course

Chicago, IL

• November 13–15

Introductory Course

McLean, VA (internal)

• November 16–20

Advanced Course

McLean, VA (internal)

• December 10–12

Introductory Course

Sydney, Australia

BayesiaLab Courses Around the World in 2018

Learn More & Register: bayesia.com/events

BayesiaLab.com
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Chicago



246

Thank You!

BayesiaLab.com

stefan.conrady@bayesia.us

linkedin.com/in/stefanconrady facebook.com/bayesia

BayesianNetwork


