
➋ What is BayesiaLab?
Built on the foundation of the Bayesian 
network formalism, BayesiaLab is a pow-
erful desktop application with a highly 
sophisticated graphical user interface. It 
provides scientists with a comprehensive 
“lab” environment for machine learn-
ing, knowledge modeling, diagnosis, 
analysis, simulation, and optimization.

With BayesiaLab, it has become feasible 
for applied researchers in many fields, 
rather than just computer scientists, to 
take advantage of the Bayesian network 
formalism. 

BayesiaLab builds upon the inherently 
graphical structure of Bayesian 
networks and provides highly ad-

vanced visualization techniques 
to explore and explain complex problems. As a result, a broad range of 
stakeholders, regardless of their quantitative skills, can engage with a 
Bayesian network model and contribute their expertise.

➊ What is a Bayesian Network?
Invented by Judea Pearl in the 1980s 
at UCLA, Bayesian networks are a 
mathematical formalism that can si-
multaneously represent a multitude 
of probabilistic relationships between 
variables in a system. The graph of a 
Bayesian network contains nodes 
(representing variables) and directed 
arcs that link the nodes. The arcs rep-
resent the relationships of the nodes.

Whereas traditional statistical mod-
els are of the form y=f(x), Bayesian 
networks do not have to distinguish 
between independent and dependent 
variables. Instead, a Bayesian net-
work approximates the entire 
joint probability distribution 
of the system under study.

➌ The BayesiaLab Workflow in Practice
Researchers can use BayesiaLab to encode their domain knowledge into 
a Bayesian network. Alternatively, BayesiaLab can machine-learn a net-
work structure purely from data collected from the problem domain.

Irrespective of the source, a Bayesian network becomes a representation 
of the underlying, often high-dimensional problem domain.

The researcher can then use BayesiaLab to carry out “omni-directional 
inference,” i.e., reason from cause to effect (simulation) or from effect to 
cause (diagnosis) within the Bayesian network model.

On this basis, BayesiaLab offers an extensive analytics, simulation, and 
optimization toolset, providing comprehensive support for policy devel-
opment and decision-making. 

In this context, BayesiaLab is unique in its ability to distinguish between 
observational and causal inference. Thus, decision-makers can correctly 
simulate the consequences of actions not yet taken. 
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➍ Key Features of BayesiaLab
Expert Knowledge Modeling. Despite the importance of “Big 
Data,” we often face “no data” problems. Thus, human knowledge, 
especially causal knowledge, remains irreplaceable in many domains. 
Bayesian networks mirror the commonly-used representation of caus-
al effects as directed arcs. In BayesiaLab, nodes (representing vari-
ables) can be added and positioned with a mouse click; arcs (repre-
senting relationships) can be drawn between nodes. The arc direction 
can encode the causal direction. The quantitative part of these rela-
tionships can be defined nonparametrically with BayesiaLab’s Node 
Editor. 

The Bayesia Expert Knowledge Elicitation Environment (BEKEE) 
is available as an extension to BayesiaLab. It provides an intuitive web 
interface to elicit the explicit and tacit knowledge of domain experts.

Unsupervised Structural Learning. “Unsupervised learning” 
is typically understood to be a classification or clustering task. As the 
name implies, Unsupervised Structural Learning expands this con-
cept. BayesiaLab can discover structure, i.e., it can learn probabilistic 
relationships between a large number of variables—without the re-
searcher having to define inputs or outputs. This is the quintessential 
form of knowledge discovery, as no assumptions whatsoever are re-
quired to learn from unknown datasets.

Supervised Learning. Supervised Learning in BayesiaLab has 
the same purpose as conventional predictive modeling techniques, 
i.e., developing a model for predicting a dependent variable. Within 
BayesiaLab, a wide range of algorithms is available for searching for 
many types of Bayesian networks to characterize the target variable 
while simultaneously considering the complexity of the resulting net-
work. In particular, the Markov Blanket algorithm is helpful when 
dealing with hundreds or thousands of potential predictors. As such, it 
can serve as an exceptionally powerful variable selection tool.

Observational Inference. Bayesian networks are “omni-direc-
tional inference engines.” Given an observation of any of the network’s 
nodes (or a subset of nodes), BayesiaLab instantly computes the con-
ditional probabilities of all other nodes in the network. Both exact and 
approximate inference algorithms are implemented in BayesiaLab.

Causal Inference. Bayesian networks have unique properties 
when it comes to causality. With specific theory-driven assumptions, 
Bayesian networks can support causal inference. Thus, Bayesian net-
work models can cover the entire range of reasoning from association 
to causation. For instance, BayesiaLab can perform causal inference 
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computations to determine the impact of intervening on variables—in-
stead of merely observing their states. In BayesiaLab, Pearl’s Do-Oper-
ator and Likelihood Matching are available for this purpose. The latter 
can be used even without having formally defined a causal Bayesian 
Network. Likelihood Matching also serves as the basis for all Direct 
Effect computations available in BayesiaLab’s analytics functions.

Diagnosis, Prediction, and Simulation. In the Bayesian network 
framework, diagnosis, prediction, and simulation are identical compu-
tations. They all consist of inference conditional upon observing (or 
setting) evidence. A distinction between them only exists from the 
perspective of the researcher, who would, for instance, understand the 
symptom of a disease is an effect and the disease itself being the cause. 
Hence, carrying out inference based on observed symptoms is inter-
preted as a diagnosis. 

BayesiaLab offers numerous functions related to inference. For ad-hoc 
analysis, inference can be performed by setting evidence on any node, 
and results are returned instantly for all the other nodes. Batch Infer-
ence is available for scoring a large number of records in a database. The 
optional Bayesia Engine API provides programmatic access to these 
inference functions; the optional Export Module translates predictive 
models into code for SAS, R, VBA, Python, PHP, and JavaScript.

Reasoning Under Uncertainty. Even with uncertain or conflicting 
evidence, BayesiaLab performs mathematically correct inference. The 
inherent ability of Bayesian networks to facilitate computations un-
der uncertainty makes them ideally suited for real-world applications, 
which typically contain some degree of uncertainty. This approach en-
tirely avoids presenting potentially misleading point estimates.

Optimization. Performing inference across all possible states of all 
nodes in a network allows searching for optimum values concerning 
a target variable. BayesiaLab’s Target Optimization algorithms were 
developed for this purpose. Using these functions in combination with 
Direct Effects is particularly powerful when searching for the optimum 
combination of values of variables that have nonlinear causal relation-
ships with the target, plus a multitude of interaction effects between 
them. A typical application is marketing mix optimization. BayesiaLab 
can search, within a given resource constraint, e.g., a marketing budget, 
for those scenarios that optimize the target criterion.


